
Abstract. By an application to small silicon clusters SiN
(with N = 4,5,7,10) it is shown that truly global
geometry optimization on an ab initio or density
functional theory level can be achieved, at a computa-
tional cost of approximately 1±5 traditional local opti-
mization runs (depending on cluster size). This extends
global optimization from the limited area of empirical
potentials into the realm of ab initio quantum chemistry.
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1 Introduction

There are two central problems in global cluster
geometry optimization. One of these problems is the
approximately exponential growth of the number of
local minima with cluster size; this has been found
empirically for small Lennard-Jones clusters [1, 2]. It has
been argued that this might be an artifact of the
Lennard-Jones potential. It is, however, likely that a
scaling of a similar nature will prevail independent of the
potential, since even simpler subproblems turn out to be
of similar complexity. For example, the task of ®nding
the three-dimensional arrangement of points given their
pairwise distances has been shown to belong to the class
of non-polynomial (NP) complete problems [3]. This
strong scaling cannot be avoided even with modern
global optimization techniques, e.g. re®ned genetic
algorithm (GA) methods [4]. This problem of an
explosive search space growth can only be overcome
by an equally massive restriction of search space, using a
suitable mixture of external information, higher level
descriptions [5] and intelligent, adaptive growth strate-
gies [6]. This is not the aim of this article.

The second problem is the strong dependence of the
number of local minima and the geometries of the
minimum cluster structures on details of the potential.
This problem has been well known since the famous
comparison of Lennard-Jones clusters with Morse clus-

ters [7]. Even very elaborate empirical potentials [8] turn
out to contain obviously wrong global minima [9].
Therefore, ab initio treatments are ultimately inevitable,
but they are orders of magnitude more expensive than
empirical potentials. Since every global optimization
method requires very many evaluations of the potential,
it seems completely illusionary to attempt global geom-
etry optimizations on an ab initio level. Nevertheless,
exactly this can be done, and it is the aim of this article
to prove this via an actual application to a realistic
problem.

In a previous publication [9], a strategy was presented
that was designed to circumvent the second problem.
Global geometry optimization on a model potential is
done in parallel with (global) optimization of the pa-
rameters of this model potential. This is done by mini-
mization of the di�erences between model and ab initio
energies at the minimum structures found during the
global geometry optimization. In this way, the expensive
global optimization work is relegated to the cheap model
potential domain, leaving only a few local optimizations
in the ab initio domain. At the same time, the model
potential is ®t progressively better to ab initio data, as
the algorithm proceeds. This method actually worked as
expected for small silicon clusters. However, in order to
save computational time, the ab initio potential was re-
placed by the complicated Bolding-Andersen empirical
potential [8], while the much simpler Stillinger-Weber
potential [10] in the modi®cation of Gong [11] was used
as the model potential. In fact, this strategy turned out
to be even more powerful than expected. It found several
``new'' global minima on the Bolding-Andersen surface
that had escaped the attention of its original authors;
these minima were con®rmed later in an independent
study [12].

In this article, it is demonstrated that this strategy
also works for an actual ab initio or, in this case, density
functional theory (DFT) potential, again for the exam-
ple of small silicon clusters. It is also demonstrated that
the expense for this type of global optimization typically
is in the order of a few local optimizations. Hence, global
geometry optimization at the ab initio level becomes
feasible even for systems of non-trivial size.

Regular article

Global geometry optimization of small silicon clusters
at the level of density functional theory

Bernd Hartke

Institut fuÈ r Theoretische Chemie, UniversitaÈ t Stuttgart, Pfa�enwaldring 55, D-70569 Stuttgart, Germany
e-mail: bernd.hartke@rus.uni-stuttgart.de

Received: 24 February 1998 /Accepted: 6 March 1998 / Published online: 17 June 1998

Theor Chem Acc (1998) 99:241±247
DOI 10.1007/s0021498000m9



Obviously, this strategy depends on how well the
model potential approaches the ab initio potential. As
demonstrated previously [9], a perfect ®t is not neces-
sary; in fact, it is not even necessary that there is a one-
to-one relation between minima on the model potential
and minima on the ab initio potential, nor is a correct
energy ordering of the minima on the model potential
required. It is su�cient that within the basin of attrac-
tion of the global minimum on the ab initio potential
there is also an important minimum on the model po-
tential (i.e. a minimum that has some reasonable chance
of being found in a global minimization ± this is not
necessarily the global minimum itself, since practical
global minimizations are not perfect, but typically a low-
lying local minimum). This places a lower limit on the
appropriateness of the model potential function. But
there are also upper limits on the goodness-of-®t and the
complexity of the model potential. If the model potential
matches the ab initio potential perfectly, no parameter
optimization of the model potential is needed, and the
task of global optimization on the ab initio potential
reduces to a global optimization exclusively on the
model potential. In this case, however, the computa-
tional expense of verifying such a perfect ®t will be about
as large as conducting a global optimization on the ab
initio potential. Also, in practical applications of com-
plex model potentials with very many parameters, it may
become di�cult to ®nd reasonable intervals within
which the parameters can be varied without destroying
the suitability of the model potential. In spite of its im-
portance, this topic of determining appropriate model
potentials is beyond the scope of the present article; it
will be dealt with in future investigations.

It should be emphasized that this paper is meant as a
demonstration of the feasibility of the proposed method.
In particular, it is shown that the method leads to a low,
controlled computational expense while retaining a de-
gree of global convergence su�cient for normal practical
purposes. This paper is de®nitely not intended as a
global survey of the potential energy surface of small
silicon clusters, at whatever level of theory. Instead, it is
deemed su�cient to show that the method yields most of
the minima found in other, larger DFT or ab initio
studies, albeit at a smaller computational expense and
with greater con®dence in global convergence. Also, the
results presented are de®nitely not the ultimate ab initio
answer to the silicon cluster structure question. Prelim-
inary state-averaged complete active space self-consis-
tent ®eld (CASSCF) and multi-reference con®guration
interaction (MRCI) calculations in our group [13] have
shown that, at least in the smallest clusters, several
electronic con®gurations signi®cantly contribute to the
wavefunction in large regions of the cluster con®gura-
tion space. Hence, single-reference treatments as they are
done here and throughout most of the existing literature
on this topic may not be very realistic.

2 Method

For a better understanding of the results shown later, here is a short
description of the algorithm, as presented in Ref. [9]. The algorithm

consists of two main stages or phases. In phase I, cluster geometries
are globally optimized on the model potential, and at the same
time, the model potential parameters are optimized globally with
respect to ab initio (or DFT) single-point calculations, by iterating
the following steps:

1. Initialization: calculate model energy Emod;i and ab initio
energies Etrue;i for n random geometries.

2. Use a GA [6, 14±16] to optimize the model potential parameters
globally, by minimizing

Pn
i�1�Emod;i ÿ Etrue;i�2 for all n geom-

etries.
3. Choose a new random geometry.
4. Optimize this geometry globally on the model potential (with

the parameters found in step 2) using molecular dynamics
simulated annealing (MD-SA) [17±21] with incomplete cooling,
followed by local re®nement. This leads to a new geometry:
n n� 1.

5. Calculate Emod;n and Etrue;n for the resulting geometry.
6. Go to step 2, until the model potential parameters are

converged and until n is large enough.

In the applications below, we use a ®xed value of nmax � 100;
the results shown give an impression of which values of nmax would
have been su�cient in each case. There is no need to have a GA [6,
14±16] and SA [17±21] in steps 2 and 4, respectively. They were used
here only because subroutines of this type were available that had
been applied previously in similar cases with success. In principle,
they can be replaced by any other global optimization method that
works comparably well. The MD-SA in step 4 is incomplete on
purpose; on the one hand, this avoids the slow, ine�cient ®nal
optimization phase that is more e�ciently done by a local opti-
mization routine. On the other hand, it avoids repetitious re-dis-
coveries of the same minimum and allows for exploration of other
low-lying local minima of the model potential.

Phase II of the algorithm proceeds as follows:

1. Order the n resulting geometries of phase I by ab initio energy.
2. Perform local ab initio (or DFT) optimizations of those

structures with the lowest energies that appear likely to lead
to di�erent ®nal structures.

The resulting ®nal structures will correspond to energetically
low-lying local minima on the ab initio (or DFT) surface and will
also include the global minimum with high probability.

Typically, global convergence of global optimization algorithms
can be proven only for an in®nite e�ort (e.g. for in®nitely long
trajectories with an exponential cooling schedule in SA [18]).
Therefore, in all practical global optimizations, there is never a
guarantee of ®nding the true global optimum (except in problems
of trivial size where it is possible to enumerate all minima). Hence,
the fact that this algorithm can locate the global minimum ``only''
with some probability is not a disadvantage but a typical feature
that is to be expected. As shown in this article and in the previous
test application [9], the probability of locating the global minimum
is high for the examples given.

The presented algorithm is admittedly of a simple nature. Also,
a non-iterated version of it may be similar to what many researches
typically do to locate global or low-lying local minima: (local or
global) pre-optimization on an empirical potential or with semi-
empirical methods, followed by a series of local ab initio optimi-
zations. One novelty of the present approach lies in the adaption of
the model potential to the ab initio data (in this respect the method
resembles recent attempts to re-parametrize semiempirical methods
in order to achieve improved performance of these methods for a
speci®c, given system [22, 23]) and in the SCF-like iteration, al-
ternating between re-parametrization and geometry optimization,
ensuring that the ®t of the model potential to the ab initio data is
done not at arbitrary points but in the interesting regions close to
the minimum structures. Furthermore, in the ®rst tests [9], this
simple algorithm turned out to be more powerful than expected.
Therefore, it is interesting to study its performance in a realistic
example.
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3 Application

In order to be able to judge the success of the algorithm,
we focus again on small silicon clusters, where there is at
least some degree of consensus in the literature on what
the global minimum structures are. Also, there are by
now a few experimental results, supporting some of the
theoretically predicted structures.

Single-point calculations and local geometry optimi-
zations of the clusters were done at the DFT level of
theory, in the restricted Kohn-Sham formalism [24] with
B3LYP-treatment [25] of the exchange-correlation part.
To speed up the calculations, in phase I, the neon core of
each silicon atom was replaced by the ECP10MWB
pseudopotential of Stoll and coworkers [26], with the
remaining valence electrons being represented by the
corresponding s- and p-orbital basis set, to which a d-
orbital from Woon and Dunning's correlation-consis-
tent polarized valence double-zeta (cc-pVDZ) basis [27,
28] was added. In phase II, for Si4 and Si7, all electron
calculations were performed, using the full cc-pVDZ
basis. At this stage, also other basis sets (6-31G* and cc-
pVTZ) were tested, but this did not change the results
qualitatively and had only marginal quantitative e�ects
(about 0.6 or 0.02 AÊ change in bond lengths and about
0.3 or 3� change in bond angles, in the locally optimized
structures).

This DFT treatment is realized by linking the global
optimization algorithm described above with standard
quantum chemistry packages: MOLPRO [29] for the
single-point calculations in phase I, and Gaussian 94 [30]
for the local DFT optimizations in phase II.

As in the previous test application [9], the model
potential is again the Stillinger-Weber-Gong potential
[10, 11], since it proved itself to be surprisingly versatile
there. As hinted at in the introduction, the Bolding-
Andersen potential is less practical as a model potential
for the present purpose, since it contains 40 parameters
with a large degree of interdependence between them,
which makes it di�cult to vary the potential while
keeping its overall form reasonable.

4 Results

Results for Si7, Si4, Si6 and Si10 are presented in this
section, in the order of increasing challenge for the
global optimization.

Table 1 displays a detailed overview of the results for
Si7, supplemented by Fig. 1. The geometry Si7.1 pro-
posed by the algorithm as the global minimum is a
pentagonal bipyramid; this agrees with almost all pub-
lished calculations on various levels of theory, e.g. em-
pirical potentials [31, 32], extended-HuÈ ckel [33], DFT-
MDSA [35, 34], fourth-order Mùller-Plesset perturba-
tion theory (MP4) and Hartree-Fock (HF)-SCF [36],
and it is also in accord with the recent experimental
®ndings [37, 38]. This apparent independence of the
computational method used seems to indicate that the
Si7 problem is simple. However, in our previous test
application [9], the present global optimization method
with the very same Stillinger-Weber-Gong model po-

Table 1. Result of the global DFT geometry optimization of Si7

na E-No.b Geometryc Opt. geometryd Eopt/eV
e Stepsf

1 19 Pent. bipy. Si7.1 0.0 6
12 14 Pent. bipy. Si7.1 0.0 6
14 20 Pent. bipy. Si7.1 0.0 6
77 22 Capped Td Deformed Si7.2 0.6539 16
68 1 Pent. bipy. Si7.1: pent. bipy. 0.0 4
80 25 Irregularg Deformed Si7.2 0.8382 25
91 26 Capped Oh Si7.2: C3v 1.446 9

a Generated in the n'th step of phase I
b Ranking by increasing DFT energies after phase I
c Geometry generated in phase I: pent.bipy, pentagonal bipyramid; Td, tetrahedron; Oh, octahedron
d Result of the local optimization in phase II; geometries denoted as Si7.n are shown in Fig. 1
e DFT energy after phase II, relative to the pentagonal bipyramid Si7.1
f Number of steps in the local optimization of phase II
g Pentagonal bipyramid with one equatorial atom moved to an equatorial capping position

Fig. 1. Optimized geometries of Si7: Si7.1 is the (very likely) global
minimum, Si7.2 is a low-energy local minimum (cf. Table 1).
Energies in eV are given relative to Si7.1
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tential was able to locate a planar artifact that has a
lower energy than the pentagonal bipyramid on the
Bolding-Andersen surface. Similar planar structures did
not appear during the global optimization on the DFT
surface. This proves that the model potential parameter
optimization in the present method actually adapts the
model potential successfully to the more complicated
potential it is meant to simulate (i.e. to the Bolding-
Andersen potential in the previous test application [9], or
to the DFT potential in the present study). This ap-
pearance of artifacts also shows that even in the ap-
parently simple case of Si7 a more traditional approach
of running a series of local optimizations starting from
geometries based on reasonable guesses or on pre-opti-
mizations using ®xed-parameter model potentials may
be misleading. At least, it prevented Bolding and An-
dersen from locating these artifacts on their surface [8].

Table 1 also shows that the global optimization on
the model potential in phase I yields very good starting
geometries for the ensuing local DFT optimizations in
phase II. The regular structures Si7.1 and Si7.2 can be
fully converged within 4±9 steps, whereas 15±20 steps are
needed for re-convergence if one of these geometries is
distorted by randomly applying coordinate changes in
the order of 0.1 AÊ .

The computational expense should be compared with
that of the standard approach of a series of local DFT
optimizations starting from geometries generated by
educated guesswork (possibly supported by pre-optimi-
zations with lower-level methods or on ®xed model po-
tentials). Each geometry in phase I needs one single-
point DFT energy calculation, hence when arriving at
geometry number n in this phase, n DFT energy calcu-
lations have been made. The local optimization on the
DFT level in phase II needs gradients, therefore we as-
sume that each local optimization step in this phase re-
quires a computational expense equivalent to
approximately two energy calculations. The geometry
number 68 reached the best DFT energy after phase I,
and could be converged locally in phase II in only 4
steps. This corresponds to a total expense of 80 energy
calculations (4 DFT energy calculations for the random
geometries in the startup of phase I, plus 68 in the exe-
cution of phase 1, plus 2 � 4 in the local optimization of
phase II). Assuming that a typical starting geometry in
the traditional approach can be converged in only 10

steps (corresponding to 20 energy calculations), this al-
lows us to test only 4 starting geometries in this ap-
proach; that is, the global optimization with the present
method appears to be as expensive as 4 local optimiza-
tions. However, inspecting Table 1 again, it is not really
necessary to wait for geometry number 68 in phase I,
since geometries 1, 12 and 14 also converge to the same
®nal structure in phase II. Therefore, our estimate is
overly conservative; we can also ®nd geometry Si7.1 with
a computational expense of only 10±20 energy calcula-
tions. With this estimate, the global geometry optimi-
zation is only as expensive as a single local optimization.

Si4 is a smaller cluster than Si7, but it is actually more
di�cult for global optimization since di�erent methods
have led to di�erent results. Several simple empirical
potentials favour the tetrahedron, more elaborate ab
initio approaches arrive at the rhombus instead [8, 39].
Table 2 and Fig. 2 show that the present algorithm needs
about 30±50 energy calculations to ®nd the planar
rhombus Si4.1 as global minimum, in agreement with
other DFT and ab initio results [35, 40, 41] and experi-
mental values [37, 38]. Therefore, with the same
assumptions as above, the global DFT optimization
succeeds with an expense of only 1.5±2.5 local minimi-
zations.

The di�culty posed by Si6 is not the existence of
several distinct minimum structures that are hard to ®nd
but a competition of several closely related structures in
a very ¯at region of the potential: a pentagonal bipyra-
mid with one equatorial atom missing (pb-1, often re-
ferred to as bicapped tetrahedron), the square bipyramid
(compressed octahedron), and the equatorially edge-
capped trigonal bipyramid. All of these structures are
close to the octahedron, but the octahedron itself is
usually found at a clearly higher energy, except on some
empirical potentials [8, 31]. Which of these structures
becomes the global minimum depends very strongly on
the method used [34, 36, 38, 41±43].

Clearly, this dispute can only be settled by a high-
level (and possibly multi-reference) treatment of electron
correlation. Nevertheless, it is satisfying that the present
method applied on the moderate DFT level is able to
reveal the complete picture of the Si6 surface exactly as
just sketched, cf. Table 3 and Fig. 3. The pb-1 structure
Si6.1 and the square bipyramid Si6.2 are very close
competitors for the global minimum; the energetic dif-

Table 2. Result of the global DFT geometry optimization of Si4

na E-No.b Geometryc Opt. geometryd Eopt/eV
e Stepsf

14 17 Planar Rh Si4.1 0.0 5
35 1 Planar Rh Si4.1: planar Rh 0.0 4
52 24 Triangle+1 Si4.1 0.0 13
56 46 Tetrahedron Si4.2 2.354 3
66 3 Bent Rh Si4.1 0.0 9

a Generated in the n'th step of phase I
b Ranking by increasing DFT energies after phase I
c Geometry generated in phase I: Rh, rhombus; triangle+1, triangle with one appended atom = opened rhombus
d Result of the local optimization in phase II; geometries denoted as Si4.n are shown in Fig. 2
e DFT energy after phase II, relative to the planar rhombus Si4.1
f Number of steps in the local optimization of phase II
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ference between them is certainly not signi®cant com-
pared to the inaccuracies of the DFT approach used. A
capped trigonal bipyramid is also found, albeit in dis-
torted form and with a non-equatorial cap (Si6.3; it is
likely that a structure with an equatorial cap may have a
similar energy. This question was not investigated fur-
ther, since a full surface characterization is not the aim
of this study). The octahedron Si6.4 is correctly identi-
®ed as a high-lying local minimum; its minor importance
is further documented by geometry number 11 managing
to escape from its neighbourhood in con®guration space
and by other, less symmetric geometries like Si6.3 oc-
curing at much lower energy. Using the same assump-
tions as above, the computational expense for ®nding
the structure Si6.1 is comparable to that of two local
optimization runs.

Si10 is a substantially larger cluster, and there has
been some disagreement about its global minimum
structure [8, 33, 34, 36, 42, 43]. Recently, there seems to
be some convergence of theoretical [44] and even ex-
perimental work [45] towards the tetracapped trigonal

prism (ttp) as the global minimum. Application of the
present strategy to Si10 yields the results shown in Table
4 and Fig. 4. Obviously, there is again qualitative
agreement with the currently accepted results. The ttp
structure Si10.1 (or possibly a skewed variant of it,
Si10.2) is found as the global minimum, followed by the
bicapped square antiprism Si10.3, also sometimes pro-
posed in the literature as the global minimum. The
computational e�ort to ®nd the ttp structure amounts to
98 energy calculations. If we assume in all fairness that a
typical local optimization run now requires about 15±20
steps due to the cluster being larger, this estimate is
equivalent to approximately 2.5±3 local optimization
runs. Of course, it has to be expected that the e�ort

Fig. 2. Optimized geometries of Si4: Si4.1 is the global minimum,
Si4.2 is a low-energy local minimum (cf. Table 2). Energies in eV
are given relative to Si4.1

Table 3. Result of the global DFT geometry optimization of Si6

na E-No.b Geometryc Opt. geometryd Eopt/eV
e Stepsf

6 2 pb-1 Si6.1: pb-1 0.0 15
8 43 tbp-1cap Si6.3: dist.tbp-1cap 0.5966 11
11 50 Oh Si6.2: sbp-c 0.01351 19
36 30 sbp-c Si6.2: sbp-c 0.01351 15
62 45 sbp-e Si6.2: sbp-c 0.01351 18
67 1 pb-1 Si6.1: pb-1 0.0 15
90 51 Oh Si6.4: Oh 1.331 4

a Generated in the n'th step of phase I
b Ranking by increasing DFT energies after phase I
c Geometry generated in phase I: pb-1, pentagonal bipyramid with one equatorial atom missing; sbp-c/e, square bipyramid (compressed or
elongated octahedron); tbp-1cap, trigonal bipyramid with one non-equatorial edge capped; dist., distorted; Oh, octahedron

d Result of the local optimization in phase II; geometries denoted as Si6.n are shown in Fig. 3
e DFT energy after phase II, relative to the sbp-1 structure Si6.1
f Number of steps in the local optimization of phase II

Fig. 3. Optimized geometries of Si6: Si6.1 and Si6.2 are close
competitors for the global minimum, Si6.3 is a low-energy local
minimum, the octahedron Si6.4 is much higher in energy (cf. Table
3). Energies in eV are given relative to Si6.1
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increases with cluster size, because the number of local
minima increases presumably exponentially. As ex-
plained in the introduction, an additional methodical
development is necessary to overcome this di�culty.

5 Discussion

We have shown that the strategy presented here allows
for actual global geometry optimization on an ab initio
(or DFT) level, as evidenced by our ®nding most of the
currently accepted important minimum structures for
the clusters studied here. Nevertheless, the computa-

tional e�ort is not larger than that of a few local
optimizations (on that level of theory).

As already pointed out in the introduction, this is not
a claim that the minimum structures shown here actually
correspond to the ``true'' global minima on a su�ciently
high level of theory, although these structures agree with
the most recent ones proposed in the literature. On the
contrary, high-level ab initio calculations for small sili-
con clusters performed in our group [13] indicate that
multi-reference treatments are necessary, and currently
we do not know if any of the structures shown will
survive as global or low-lying local minima under such a
treatment. With the techniques of this article, however,
we hope to be able to perform global optimizations even
at this level of theory.

Currently, we are extending this technique to molec-
ular clusters, with applications to small water clusters.

On the methodical side, the surprising success of the
simple Stillinger-Weber-Gong potential in this article
and in the earlier study [9] calls for an investigation of
exactly how ¯exible a model potential functional form
has to be in order to perform well in a strategy such as
the one presented here. This will be addressed by future
work.

Also, this method does not address the ®rst of the two
central problems of global cluster geometry optimization
mentioned at the beginning of this article, namely the
explosive growth of computational expense with cluster
size. First steps to alleviate this problem have already
been made in our group [6], and further work along
these lines is in progress.
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